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Stochastic matrices

1. Prove that the product of two stochastic matrices is a stochastic matrix

2. Let 𝐴 ∈ 𝑅$×& be a stochastic matrix. True or False: 

1. A is always invertible

2. The eigenvector corresponding to the largest eigenvalue of A is unique

3. A cannot have zero as its eigenvalue

3. Let 𝐴 ∈ ℝ$×& be a stochastic matrix. Prove that the absolute value of any eigenvalue of A is ≤ 1
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Stochastic matrices

1. Prove that the product of two stochastic matrices is a stochastic matrix

Solution: Let 𝑃+ and 𝑃, be the two stochastic matrices

1. 𝑃+𝑃, 𝑖, 𝑗 = 𝑃+ 𝑖, : 𝑃, : , 𝑗 ≥ 0

2. 1, … , 1 𝑃+𝑃, = 1,… , 1 𝑃, = [1, … , 1] proving that sum of entries in all columns of 𝑃+𝑃, is 1
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Stochastic matrices

2. Let 𝐴 ∈ 𝑅$×& be a stochastic matrix. True or False: 

1. A is always invertible

2. The eigenvector corresponding to the largest eigenvalue of A is unique

3. A cannot have zero as its eigenvalue

Solution:

i. False. A = 1 1
0 0

ii. False, A=Identity matrix

iii. False, A = 1 1
0 0
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Stochastic matrices

3. Let 𝐴 ∈ ℝ$×& be a stochastic matrix. Prove that the absolute value of any eigenvalue of A is ≤ 1

Solution: For any x such that 𝐴𝑥 = 𝜆𝑥

𝐴𝑥 + =<
=

<
>

𝐴=> 𝑥> ≤<
=

<
>

|𝐴=>𝑥>|

A is a stochastic matrix

⇒ 𝐴𝑥 + ≤<
=

<
>

𝐴=> 𝑥> =<
>

| 𝑥>|<
=

𝐴=> =<
>

𝑥> = 𝑥 +

⇒ |𝜆| 𝑥 + ≤ 𝑥 +

⇒ 𝜆 ≤ 1
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Spectral decomposition

1. Let 𝐴 ∈ ℝ$×& be a symmetric matrix. Give a vector v with 𝑣 = 1 such that | 𝐴𝑣 | is maximized

2. A symmetric matrix 𝑀 ∈ ℝ$×& is said to be positive definite if all of its eigenvalues are greater than zero.  Prove 

that 𝑥C𝑀𝑥 > 0 for a symmetric positive definite matrix 𝑀 ∈ ℝ$×& and 𝑥 ∈ ℝ$

3. Suppose S and T are symmetric and positive definite (all eigenvalues greater than zero)

1. True or False: ST will always be symmetric

2. Prove that all eigenvalues of ST are still positive
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Spectral decomposition

1. Let 𝐴 ∈ ℝ$×& be a symmetric matrix. Give a vector v with 𝑣 = 1 such that | 𝐴𝑣 | is maximized

Solution: By spectral theorem, I can write A as 𝐴 = 𝑈𝐷𝑈C where the columns of U (namely 𝑢+, … , 𝑢$) form an 

orthonormal basis of A and let the diagonal entries in D be 𝑑+, . . , 𝑑$

Let v = 𝛼+𝑢+ + ⋯+ 𝛼$𝑢$ such that 𝛼+, + ⋯𝛼$, = 1

𝐴𝑣 = 𝑈𝐷𝑈C𝑣 = 𝛼+𝑑+𝑢+ + ⋯+ 𝛼$𝑑$𝑢$

⇒ 𝐴𝑣 = 𝛼+,𝑑+, + ⋯+ 𝛼$𝑑$,

Let 𝑑S, = max{𝑑+,, … , 𝑑$,}

⇒ 𝐴𝑣 = 𝑑S 𝛼+,
𝑑+
𝑑S

,

+ ⋯+ 𝛼$,
𝑑$
𝑑S

,

≤ 𝑑S 𝛼+, + ⋯+ 𝛼$, = |𝑑S|

⇒ 𝐴𝑣 ≤ |𝑑S| and the maximum is achieved for 𝑣 = 𝑢S
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Spectral decomposition

2. A symmetric matrix 𝐴 ∈ ℝ$×& is said to be positive definite if all of its eigenvalues are greater than zero.  Prove 

that 𝑥C𝐴𝑥 > 0 for a symmetric positive definite matrix 𝐴 ∈ ℝ$×& and 𝑥 ∈ ℝ$

Solution: Following the notation from previous question,

𝐴𝑥 = 𝛼+𝑑+𝑢+ + ⋯+ 𝛼$𝑑$𝑢$
⇒ 𝑥C𝐴𝑥 = 𝛼+,𝑑+ + ⋯+ 𝛼$,𝑑$ > 0 𝑠𝑖𝑛𝑐𝑒 𝑑+, … , 𝑑$ > 0
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Spectral decomposition

3. Suppose S and T are symmetric and positive definite (all eigenvalues greater than zero)

1. True or False: Product of two symmetric matrices is always symmetric

2. Prove that all eigenvalues of ST are still positive

Solution:

1. S+ =
1 2
2 1 , 𝑆, =

1 3
3 2 ⇒ 𝑆+𝑆, =

7 7
5 8 (Not symmetric)

2. Let x be an eigenvector of ST corresponding to eigenvalue 𝜆 ⇒ 𝑆𝑇𝑥 = 𝜆𝑥

⇒ 𝑇𝑥 C 𝑆𝑇𝑥 = 𝜆 𝑇𝑥 C𝑥

⇒ 𝑥C𝑇C𝑆𝑇𝑥 = 𝜆𝑥C𝑇𝑥

⇒ 𝜆 = 𝑣C𝑆𝑣/𝑥C𝑇𝑥 where 𝑣 = 𝑇𝑥

Since S and T are positive definite, 𝑥C𝑇𝑥 > 0 𝑎𝑛𝑑 𝑣C𝑆𝑣 > 0

⇒ 𝜆 > 0


