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Projections

1. Suppose 𝑣", . . , 𝑣% ∈ ℝ( are m non-zero orthogonal vectors. Prove that they are linearly independent.

2. Let U be the subspace of ℝ) with orthonormal basis 𝑢", … , 𝑢(. 

i. Prove that the projection of 𝑥 ∈ ℝ) can be expressed as 𝑃. 𝑥 =< 𝑢", 𝑥 > 𝑢" +< 𝑢3, 𝑥 > 𝑢3+….+<

𝑢(, 𝑥 > 𝑢( (Use the fact that the orthonormal basis for a subspace of ℝ) can be extended to obtain an 

orthonormal basis for ℝ))

ii. Prove that 𝑃. 𝑥 ≤ 𝑥

iii. Prove that 𝑥 − 𝑃. 𝑥 is orthogonal to the subspace U

iv. Show that the linear transformation 𝑃.:ℝ) → ℝ) satisfies 𝑃.3 = 𝑃. 𝑎𝑛𝑑 𝑃.; = 𝑃.
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Projections

1. Suppose 𝑣", . . , 𝑣% ∈ ℝ( are m non-zero orthogonal vectors. Prove that they are linearly independent.

Solution:

To check if they are linearly independent, we need to calculate 𝛼 ∈ ℝ% such that

𝛼"𝑣" + ⋯+ 𝛼%𝑣% = 0

For any index 𝑖 ∈ [1,𝑚],

< 𝛼"𝑣"+. . +𝛼%𝑣%, 𝑣D > =< 0, 𝑣D > = 0

⇒ 𝛼" < 𝑣", 𝑣D > +⋯+ 𝛼D < 𝑣D, 𝑣D > +⋯+ 𝛼% < 𝑣%, 𝑣D ≥ 0

⇒ 𝛼D < 𝑣D, 𝑣D > = 0

Since 𝑣D ≠ 0, < 𝑣D, 𝑣D >≠ 0 ⇒ 𝛼D = 0 for all 𝑖 ∈ [1,𝑚]
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Projections

2. Let U be the subspace of ℝ) with orthonormal basis 𝑢", … , 𝑢(. 

i. Prove that the projection of 𝑥 ∈ ℝ) can be expressed as 𝑃. 𝑥 =< 𝑢", 𝑥 > 𝑢" +< 𝑢3, 𝑥 > 𝑢3+….+<

𝑢(, 𝑥 > 𝑢( (Use the fact that the orthonormal basis for a subspace of ℝ) can be extended to obtain an 

orthonormal basis for ℝ))

ii. Prove that 𝑃. 𝑥 ≤ 𝑥

iii. Prove that 𝑥 − 𝑃. 𝑥 is orthogonal to the subspace U

iv. Show that the linear transformation 𝑃.:ℝ) → ℝ) satisfies 𝑃.3 = 𝑃. 𝑎𝑛𝑑 𝑃.; = 𝑃.
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Projections

Solution: The orthonormal basis of 𝑈 𝑖𝑠 𝑢", … , 𝑢(. This can be extended to form a basis 𝑢", … , 𝑢) of ℝ)

i. 𝑥 = 𝛼"𝑢" + ⋯+ 𝛼(𝑢( where 𝛼D =< 𝑢D, 𝑥 > ∀ 𝑖 ∈ [1, 𝑛]

For projection, we need to solve

𝑃. 𝑥 = 𝑎𝑟𝑔𝑚𝑖𝑛N∈.| 𝑥 − 𝑦 |

Since 𝑦 ∈ 𝑈,

𝑦 = 𝛽"𝑢" + ⋯+ 𝛽(𝑢(

𝑥 − 𝑦 = (𝛼"−𝛽" 𝑢" + ⋯+ 𝛼( − 𝛽( 𝑢( + 𝛼(S"𝑢(S" + ⋯+ 𝛼)𝑢) |

⇒ 𝑥 − 𝑦 = 𝛼" − 𝛽" 3 + ⋯+ 𝛼( − 𝛽( 3 + 𝛼(S"3 + ⋯+ 𝛼)3

This will be minimized when 𝛽D = 𝛼D ∀ 𝑖 ∈ [1, 𝑘]

⇒ 𝑃. 𝑥 = 𝛼"𝑢" + ⋯+ 𝛼(𝑢(
⇒ 𝑃. 𝑥 =< 𝑢", 𝑥 > 𝑢" + ⋯+< 𝑢(, 𝑥 > 𝑢(
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Projections

ii. 𝑃. 𝑥 = 𝛼"3 + ⋯+ 𝛼(3 𝑎𝑛𝑑 𝑥 = 𝛼"3 + ⋯𝛼(3 + ⋯+ 𝛼)3 𝑤ℎ𝑒𝑟𝑒 𝛼D =< 𝑢D, 𝑥 >

⇒ 𝑃. 𝑥 ≤ | 𝑥 |

iii. To show that a vector is orthogonal to a subspace U, it is enough to show that it is orthogonal to the Basis of U

𝑥 − 𝑃. 𝑥 = 𝛼(S"𝑢(S" + ⋯+ 𝛼)𝑢)
For any element 𝑢D of the basis 𝑢", … , 𝑢(,

< 𝑢D, 𝑥 − 𝑃. 𝑥 > = < uY, 𝛼(S"𝑢(S" + ⋯+ 𝛼)𝑢)>

= 𝛼(S" < 𝑢D, 𝑢(S" > +⋯+ 𝛼) < 𝑢D, 𝑢) >

= 𝛼(S". 0 + ⋯+ 𝛼). 0 (given that 𝑢", … , 𝑢) are orthonormal)

= 0

Thus, < 𝑥 − 𝑃. 𝑥 , 𝑢D >= 0 ∀ 𝑖 ∈ [1, … , 𝑘]
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Projections

iv. 𝑃. = 𝑉𝑉; 𝑤ℎ𝑒𝑟𝑒 𝑉 = 𝑚𝑎𝑡𝑟𝑖𝑥 𝑤𝑖𝑡ℎ 𝑐𝑜𝑙𝑢𝑚𝑛𝑠 𝑢", … , 𝑢(
𝑃.3 = 𝑃.𝑃. = 𝑉𝑉;𝑉𝑉;

Now, 𝑉;𝑉 =
⋯ 𝑢"; ⋯

⋮
⋯ 𝑢(; ⋯

⋮ ⋮
𝑢" ⋯ 𝑢(
⋮ ⋮

=
u";𝑢" ⋯ 𝑢";𝑢)
⋮ ⋮

𝑢);𝑢" ⋯ 𝑢);𝑢)
=

1 ⋯ 0
⋮ ⋮
0 ⋯ 1

= 𝐼𝑑(×(

⇒ 𝑃.3 = 𝑉𝐼𝑉; = 𝑉𝑉; = 𝑃.
𝑃.; = 𝑉𝑉; ; = 𝑉𝑉; = 𝑃.



Ashwin Bhola (CDS, NYU) DS-GA 1014 Sept 25, 2019 

Norm and inner product

1. Which of the following are an inner product for 𝑥, 𝑦 ∈ ℝb:

i. 𝑓 𝑥, 𝑦 = 𝑥"𝑦3 + 𝑥3𝑦b + 𝑥b𝑦"
ii. 𝑓 𝑥, 𝑦 = 𝑥"3𝑦"3 + 𝑥33𝑦33 + 𝑥b3𝑦b3

iii. 𝑓 𝑥, 𝑦 = 𝑥"𝑦" + 𝑥3𝑦3

2. Let 𝑥 = 𝑐𝑜𝑠𝜃", 𝑠𝑖𝑛𝜃" ∈ ℝ3 𝑎𝑛𝑑 𝑦 = 𝑐𝑜𝑠𝜃3, 𝑠𝑖𝑛𝜃3 ∈ ℝ3 be two vectors on unit circle ( 𝑥 = 1 = ||𝑦||). What 

does 𝑥;𝑦 represent geometrically? 

3. For 𝑥, 𝑦 ∈ ℝ) , prove that 𝑥 + 𝑦 ≤ 𝑥 + 𝑦 (Triangular inequality). When does 𝑥 + 𝑦 = 𝑥 + ||𝑦||?

4. For any 𝐴 ∈ ℝ%×) 𝑎𝑛𝑑 𝑥 ∈ ℝ), show that 

𝐴𝑥 ≤ ||𝑥|| f
Dg"

%

f
hg"

)

𝐴Dh3
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Norm and inner product

1. Which of the following are an inner product for 𝑥, 𝑦 ∈ ℝb:

i. 𝑓 𝑥, 𝑦 = 𝑥"𝑦3 + 𝑥3𝑦b + 𝑥b𝑦"
ii. 𝑓 𝑥, 𝑦 = 𝑥"3𝑦"3 + 𝑥33𝑦33 + 𝑥b3𝑦b3

iii. 𝑓 𝑥, 𝑦 = 𝑥"𝑦" + 𝑥3𝑦3
Solution:

i. Not an inner product. Take 𝑥 = 𝑦 = 1,−1,0 ; f x, x = −1 < 0

ii. Not an inner product: 𝑓 𝛼𝑥, 𝑦 = 𝛼3𝑓 𝑥, 𝑦 ≠ 𝛼𝑓(𝑥, 𝑦)

iii. Not an inner product: Take 𝑥 = 𝑦 = 0,0, −1 ⇒ 𝑓 𝑥, 𝑥 = 0 𝑎𝑛𝑑 𝑥 ≠ 0
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Norm and inner product

2. Let 𝑥 = 𝑐𝑜𝑠𝜃", 𝑠𝑖𝑛𝜃" ∈ ℝ3 𝑎𝑛𝑑 𝑦 = 𝑐𝑜𝑠𝜃3, 𝑠𝑖𝑛𝜃3 ∈ ℝ3 be two vectors on unit circle ( 𝑥 = 1 = ||𝑦||). What 

does 𝑥;𝑦 represent geometrically? 

Solution:

𝑥;𝑦 = 𝑐𝑜𝑠𝜃3𝑐𝑜𝑠𝜃" + 𝑠𝑖𝑛𝜃3𝑠𝑖𝑛𝜃"
⇒ 𝑥;𝑦 = cos(𝜃3 − 𝜃")
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Norm and inner product

3. For 𝑥, 𝑦 ∈ ℝ) , prove that 𝑥 + 𝑦 ≤ 𝑥 + 𝑦 (Triangular inequality). When does 𝑥 + 𝑦 = 𝑥 + ||𝑦||?

Solution:

𝑥 + 𝑦 3 =< 𝑥 + 𝑦, 𝑥 + 𝑦 > =< 𝑥, 𝑥 >+< 𝑦, 𝑦 >+< 𝑥, 𝑦 >+< 𝑦, 𝑥 >

⇒ 𝑥 + 𝑦 3 = 𝑥 3 + 𝑦 3 + 2 < 𝑥, 𝑦 >

Using Cauchy-Schwarz inequality,

⇒ 𝑥 + 𝑦 3 ≤ 𝑥 3 + 𝑦 3 + 2 𝑥 𝑦

⇒ 𝑥 + 𝑦 3 ≤ 𝑥 + 𝑦 3

Since norms are always positive,

𝑥 + 𝑦 ≤ 𝑥 + 𝑦

For equality to hold, we should have equality in Cauchy-Shwarz i.e. 𝑥 𝑦 =< 𝑥, 𝑦 > which is true iff x and y are 

collinear
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Norm and inner product

4. For any 𝐴 ∈ ℝ%×) 𝑎𝑛𝑑 𝑥 ∈ ℝ), show that 

𝐴𝑥 ≤ ||𝑥|| f
Dg"

%

f
hg"

)

𝐴Dh3

Solution: Let 𝑎";, … , 𝑎%; be the columns of A
𝐴𝑥 3 = 𝑎";𝑥 3 + 𝑎3;𝑥 3 + ⋯+ 𝑎%; 𝑥 3

Using Cauchy-Schwarz,
𝐴𝑥 3 ≤ 𝑎"

3 𝑥 3 + ⋯+ 𝑎%
3 𝑥 3

⇒ | 𝐴𝑥 | ≤ 𝑎"
3 𝑥 3 + ⋯+ 𝑎%

3 𝑥 3 q.r

⇒ | 𝐴𝑥 | ≤ 𝑥 𝑎"
3 + ⋯+ 𝑎%

3 q.r

Since 𝑎";, … , 𝑎%; are rows of A, 𝑎D
3 = 𝑎D,"3 + ⋯+ 𝑎D,)3 assuming 𝑎D = [𝑎D,", . . , 𝑎D,)]

⇒ | 𝐴𝑥 | ≤ 𝑥 f
Dg"

%

f
hg"

)

𝐴Dh3
q.r


