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Visualizations in ℝ"

Consider 2 vectors v and w in ℝ". Let 𝑣 = (2,2) and w = (−2,3). Interpret the following sets 
geometrically. Which of these are a subspaces of ℝ"?

• Span(v)
• Span(v) ∪ Span(w)
• Span(v) ∩ Span(w)
• Span(v, w)
• { 1 − 𝑡 𝑣 + 𝑡𝑤: 𝑡 ∈ 0,1 }
• { 1 − 𝑡 𝑣 + 𝑡𝑤: 𝑡 ∈ ℝ}
• {𝑎𝑣 + 𝑏𝑤: 𝑎, 𝑏 ≥ 0}
• {(𝑎, 𝑏) ∈ ℝ": a" + b" ≤ 25}
• {(𝑎, 𝑎 + 5) ∈ ℝ": 𝑎 ∈ ℝ}
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Visualizations in ℝ"

𝑣
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Visualizations in ℝ"

𝑠𝑝𝑎𝑛(𝑣)
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Visualizations in ℝ"

𝑠𝑝𝑎𝑛(𝑣)𝑠𝑝𝑎𝑛(𝑤)

𝑠𝑝𝑎𝑛 𝑣 ∪ 𝑠𝑝𝑎𝑛(𝑤)
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Visualizations in ℝ"

𝑠𝑝𝑎𝑛 𝑣 ∩ 𝑠𝑝𝑎𝑛(𝑤)
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Visualizations in ℝ"

𝑠𝑝𝑎𝑛(𝑣)𝑠𝑝𝑎𝑛(𝑤)
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Visualizations in ℝ"

𝑠𝑝𝑎𝑛(𝑣)𝑠𝑝𝑎𝑛(𝑤)

𝑠𝑝𝑎𝑛(𝑣, 𝑤)
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Visualizations in ℝ"

𝑠𝑝𝑎𝑛(𝑣)𝑠𝑝𝑎𝑛(𝑤)

𝑠𝑝𝑎𝑛(𝑣, 𝑤)
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Visualizations in ℝ"

𝑡𝑣 + 1 − 𝑡 𝑤, 𝑡 ∈ [0,1]
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Visualizations in ℝ"

𝑡𝑣 + 1 − 𝑡 𝑤, 𝑡 ∈ ℝ
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Visualizations in ℝ"

𝑎𝑣, 𝑎 ≥ 0𝑏𝑤, 𝑏 ≥ 0
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Visualizations in ℝ"

𝑠𝑝𝑎𝑛(𝑣)𝑠𝑝𝑎𝑛(𝑤)

𝑎𝑣 + 𝑏𝑤 | 𝑎. 𝑏 ≥ 0
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Visualizations in ℝ"

𝑎" + 𝑏" ≤ 25
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Visualizations in ℝ"

𝑎, 𝑎 + 5 𝑎 ∈ ℝ
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Linear Independence, Span, Basis and Dimension

1. Let 𝑉 ≔ ℝE×E be the space of 𝑛×𝑛 matrices. Prove that V is a real vector space. Find the 
dimension of V. Let U be the the space of 𝑛×𝑛 diagonal matrices. Is U a subspace of V? What 
is the dimension of U?

2. Let 𝑣G, 𝑣", 𝑣H, 𝑣I(all distinct) ∈ ℝH and 𝐶G = 𝑣G, 𝑣" ; 𝐶" = {𝑣H, 𝑣I}. If 𝐶G and 𝐶" are both 
linearly independent, what are the possible values for dim(Span(𝑣G, 𝑣", 𝑣H, 𝑣I))? No proof 
necessary

3. True or False: If B is a basis of ℝE and W is a subspace of ℝE, then a subset of B is the basis of 
W

4. Consider the non-empty set of functions 𝑉 ≔ 𝑝:ℝ → ℝ 𝑝 𝑥 = ΣWXYE 𝑎W𝑥W 𝑓𝑜𝑟 𝑎W ∈
ℝ, 𝑎𝑛𝑑 𝑥 ∈ ℝ is a constant}. Define an addition operation +:𝑉×𝑉 → 𝑉 and a scalar 
multiplication operation _ ∶ ℝ×𝑉 → 𝑉 such that the triple (𝑉, +,_) is a real vector space. Find 
a basis of this vector space and deduce its dimension

5. Suppose 𝑣G, 𝑣", … , 𝑣b ∈ ℝE be linearly dependent. Prove that for x ∈ 𝑠𝑝𝑎𝑛 𝑣G, 𝑣", … , 𝑣b , 
there exist infinitely many 𝛼 = (𝛼G, 𝛼", … , 𝛼b) ∈ ℝb such that 𝑥 = Σ𝛼e𝑣e
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Solutions

1. V satisfies the 3 conditions for a set to be a vector space: 
• If matrix 𝐴 ∈ 𝑉, and matrix 𝐵 ∈ 𝑉, then 𝐴 + 𝐵 $\in ℝE×E ⇒ 𝐴 ∈ 𝑉
• If matrix 𝐴 ∈ 𝑉, and 𝛼 ∈ ℝ, then 𝛼𝐴 ∈ ℝE×E ⇒ 𝛼𝐴 ∈ 𝑉
• Zero matrix of size 𝑛 × 𝑛 ∈ 𝑉

The dimension of a vector space is defined as the size of it's basis. The basis of the space of 
matrices of size 𝑛 × 𝑛 is:

1…0
0…0
⋮

0… 0

,

0 1 0…0
0 0 0…0

⋮
0 0 0… 0

,… ,

0…0
⋮

0 …0
0…1

So like we have a canonical basis for vectors, this is a canonical basis for matrices (Show that 
this in fact is a basis of V by proving that it spans V and is linearly independent). Since we 
have 𝑛" elements in the basis, the dimension of V is 𝑛"
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Solutions

1. U satisfies the 3 conditions for a subset to be a  subspace: 
• If matrix 𝐴 ∈ 𝑈, and matrix 𝐵 ∈ 𝑈, then 𝐴 + 𝐵 (still diagonal) ∈ 𝑈
• If matrix 𝐴 ∈ 𝑉, and 𝛼 ∈ ℝ, then 𝛼𝐴(still diagonal) ∈ 𝑈
• Zero matrix of size 𝑛 × 𝑛 ∈ 𝑈

Similar to V, the basis of the space of diagonal matrices of size 𝑛 × 𝑛 is:
1…0
0…0
⋮

0… 0

,

0 0 0…0
0 1 0…0

⋮
0 0 0… 0

,… ,

0…0
⋮

0 …0
0…1

Since we have n elements in the basis, the dimension of U is n
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Solutions

2. Any set of vectors (≥ 3 in size) ∈ ℝ3 can’t have dimension > 3. So, the maximum 
dimension Span(𝑣1, 𝑣2, 𝑣3, 𝑣4)) can have is 3. But if  𝐶1 ⊂ 𝑆𝑝𝑎𝑛(𝐶2) or 𝐶2 ⊂ 𝑆𝑝𝑎𝑛(𝐶1), then 
the dimension is 2

3. False. Consider n=2, B={(1,0),(0,1)} and W=Span((1,1))
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Solutions

4. V is a space of polynomials of degree at most n. Any polynomial in this space can be 
constructed by using the following set of vectors:

1, 𝑥, 𝑥", 𝑥H, … 𝑥E
Example (for 𝑛 > 3):
2𝑥" + 4 = 0 ⋅ 𝑥E + 0 ⋅ 𝑥EsG + ⋯+ 2 ⋅ 𝑥" + 0 ⋅ 𝑥 + 4 ⋅ 1

And this set of vectors is also linearly independent. So, this is the basis of V and the
dimension is n+1
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Solutions

5. 𝑣G, 𝑣", … , 𝑣b ∈ ℝE are linearly dependent
⇒ 𝛽G𝑣G + ⋯+ 𝛽b𝑣b = 0 𝑓𝑜𝑟 𝑠𝑜𝑚𝑒 𝛽G, … , 𝛽b ≠ 𝟎

𝑥 ∈ 𝑠𝑝𝑎𝑛 𝑣G, … , 𝑣b ⇒ 𝛾G𝑣G + ⋯+ 𝛾b𝑣b = 𝑥 𝑓𝑜𝑟 𝛾e ∈ ℝ ∀ 𝑖 . Then we have
⇒ 𝑥 = 𝛾G𝑣G + ⋯+ 𝛾b𝑣b + 𝑟 𝛽G𝑣G + ⋯+ 𝛽b𝑣b 𝑓𝑜𝑟 𝑠𝑜𝑚𝑒 𝑟 ∈ ℝ
⇒ 𝛼e = 𝛾e + 𝑟 ⋅ 𝛽e
Thus, depending on r, we may have infinitely many 𝛼}𝑠


